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ABSTRACT LITERATURE REVIEW STUDY IMPLICATIONS
We research and develop an approach and tool that quantities credit union branch =~ We compared our methodology with other similar studies and found a clear methodological < We c;leve!oped : Shir.1y App in R which can be utilized direjctly Ic?y the
cash-on-hand forecasts and identifies the set of predictions among a set of gap in the academic literature in how to evaluate multiple statistical error considerations credit union to identify the best forecast to deploy for their business.
competing models that balances competing KPls among the Chief Membership = combined with decision-makers KPIs. “* The business could customize backorder cost and interest rate
Engagement Officer (CMEO) and Chief Financial Officer (CFO). This research project e — parameters based on how decision-makers KPIs may change.
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ensembled forecast aligns to a couple custom and changeable business KPls agreed (Xu & Ouenniche, 2012) |\ oo v v v v
upon among the CMEO and CFO, 2) how any model forecast could be evaluated (Mehdiyev, et. al., 2016) |PROMETHEE v v | Vv
. . . . (Rautray & Dash, 2018) TOPSIS v
from these business perspective metrics prior to deployment, and 3) we develop a Judgmental > > >
. ., . . : : los et. al., 2018 )
tool that the credit union’s Business Intelligence team can use in practice. (Petropoulos et. 2l 2918) |Selection
(Badulescu &
ANP-TOPSIS v v v v
Cheikhrouhou, 2021)
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The motivation for our study is that if a business tries to identify a model with the o on am e e
lowest prediction error, the “best” forecast could be different based on the error METHODOLOGY
metric used. Furthermore, even using the same error metric, demand forecasts R
that have the same overall statistical performance will likely not yield the same MODEL DEVELOPMENT

business performance. For example, consider among a pair of predictive models ot e s
. P o PIE, 5 P ] P Explanatory Data Model Model
having the same statistical performance, one model consistently over forecasts Analysis Selaction T nnetar

while the other consistently under forecasts. The under-forecasted model would

. ' »  Broke down data by + Data Cleaning +  5-Fold Cross Validation + TBATS Network » Generate models in R
likely lead to the common operational problem of more stockouts. In our case, R it noise, I duckan B 0% . ARIMA - XG Boost studio to predict daily
customers not able to withdraw cash when they need it. While the other over- trend and seasonality . Categorical Feature + Testing data: 20% g Stadked RLsasiv Ised” for , . .
»  Calculate residuals _ + Neural Ensembles each branch. Figure 3. Model Evaluation Shiny A
. . . . . _ - g y App
forecasted model would yield the operational issue of having too much inventory, and ACF s pmation

which in our case could mean not gaining interest on available cash on hand or the ANALYTICAL HIERARCHY PROCESS (AHP) By using our model evaluation App, the credit union can: ,
credit union being charged additional transfer fees. The example forecasts below STEP 4: Rank Criteria ~ Identify the best forecasting model among a set of competing

Six Potential Models: Criteria for Model Comparisons: ISsti I i icti
(Over-, Under-, and Balanced-) all have the same SMAPE of 75. S Stacked Ensemble (H,0) + MAE P Rank the criteria based on its relative importance to the mOdeIS’. even when statistical metrics might have conflicting
: ) P Prophet 2 . RMSE decision makers. suggestions.
Figure 1: Actual v.s. Forecast Weekly Total Cash Used (SMAPE Figure 2: Actual v.s. Forecast Weekly Total Cash Used (SMAPE i ) .
2; ' SHAPE) . : XGE:W;:  Network) ' g‘ﬁiEE » > Lead to better business outcomes among competing decision
nnetar aural Netwo . . = = =
T TBATS . SMAPE (2) STEP 5: Normalize Ranked Criteria makers.
o 150 4 150 A ARIMA * Decision Maker Metrics ($) Normalize the criteria matrix from step 4.
= : CONCLUSIONS
D -
g 100 & 100 STEP 1: Pairwise Comparison Matrix . PR L e :
k 8 P STEP 6: Preference Vector for the Criteria ¢ Our methodology, which is a combination of academic and real-
3 3 Use a pairwise comparison, meaning two alternatives are o . . . . . .
50 50 compared according to a criterion and one is preferred. Calculate the preference vector for the criteria: world appllcatlons, can be Wldely used in other businesses in
_Criteris 1 WAE 1 RMSE | MAPE |SMAPEL|SMAPEZ | Cost need of a model evaluation mechanism and is easy to implement.
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* Prioritize the decision alternatives within each criterion. order to identify the “best” forecast for deployment.
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. . 5 0.139106] 0.151247| 0.178751| 0.144988| 0.090705| 0.134144 P 0.1590 -
% Can we develop a new methodology to identify the “best” forecast as one that P | 0.157563| 0.15985| 0.199547| 0.15429| 0177825/ 0.163961 X 0.2010 : Slacked Ensemble Nicole Alcorn, CMEQ of TCU
: : L : : : 0.208461| 0.193085| 0.105645| 0.214831| 0.234595 0.194808 rophet
allgns Competlng StatIStlcaI metrlcs and CUStom Competlng bUSIneSS KPIS? : 0.141:3; [}.155505 ﬂ.iSEE;E D.1;:2l]; ﬂ.Iﬂ:EIE D.iE;EES I: 3165523 4 TBATS ACKNOWL EDG EM ENTS
. . . , . . T 0.175623| 0.17018| 0.177489| 0.165697| 0.08575| 0.177354 A 0.1678 > ARIMA .
** Could we develop a software tool that the credit union’s Business Intelligence A | 0177515 0.170034| 0.185646 0.165989] 0.203203| 0.169067 Total 1.0000 ° XGBoost We would like to thank Professor Matthew Lanham and Teachers
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